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I. My research Vision
Motion analysis is a wide domain that

contains widespread fields as motion retrieval,
motion recognition or motion synthesis. My
topic focuses on a more unusual subject:
motion evaluation. The goal of my Ph.D.
work is to provide a tool that measures the
quality of a sport gesture with the purpose
of individual coaching help. As a third-year
Ph.D. student, I would be greatly interested
in getting feedback of my work from gesture
analysis experts, who would help me orient
my work in the most appropriate way for the
last year of my Ph.D.
To be as general as possible, our main
constraint is to have no prior knowledge
concerning the performed motion to be
evaluated: we aim at learning it from a set
of experts’ motions. This is not the case for
the majority of works dealing with sport
motions evaluation that add prior knowledge
to the motion to analyze [12], [3]. Even if
their results are very interesting, they cannot
be adapted to other types of motion whose
main features are not identified. A similar
challenge as ours can also be found in the field
of surgery, where the goal is also to perform
a perfect gesture to improve a surgery task.
However, in these cases, the approaches are
based on the single trajectory of the tool
used by the surgeon [2], [7]. On the opposite,
our challenge makes the entire body of the
subject informative. A motion is composed of
multiple limb movements that are themselves
composed of joints displacements. Therefore,
we need to deal with this high dimensionality
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and with temporal inter-dependencies between
limbs.

Another issue concerns the variability in
the way a same gesture can be executed be-
cause of viewpoint changes, morphologies of
subjects or also global speed. These must be
handled correctly so that the evaluation score
does not depend on it. Viewpoint changes
are easily handled by aligning the coordinate
system on a local reference system linked to
the human. Invariant features can be used to
deal with morphology changes [4], normaliza-
tion are also proposed in the literature [10].
The execution speed actually contains rele-
vant information. The relative timing between
limbs is very important to assess a gesture
quality. To manage motions having different
lengths, speeds and/or different rhythms, some
authors used Hidden Markov Models (HMM)
or Hidden Conditional Random Field (HCRF)
[13], [11] in which states represent postures
of motion and transitions between them are
defined by probabilities. This model, well-
known in temporal pattern recognition, is thus
robust to temporal variations. However, sev-
eral time steps are associated with the same
state and the temporality is only managed
between these states. The evaluation is then
not precise enough. To overcome this issue, we
have proposed to integrate the well-established
Dynamic Time Warping (DTW) algorithm [8]
that is generally used to align and compare
motions [6], [9], [1], but not to perform a fine
understanding of motion, to identify its failures
and then to propose a way to correct them.
My work proposes an approach that strongly
differs from the previous ones in the sense that



it is only based on a set of expert gestures. The
system learns from this set what is important
and has to be checked, for each time of the
gesture and each limb.

II. Brief summary of the work
As we just said, our goal is to assess the

quality of any sport motion given a set of
experts’ motions. This set is first used to learn
a representative expert motion called “nominal
motion”.

A. Model of experts’ motion
1) Nominal motion: as the execution speeds

can differ depending on the expert, the first
step for nominal motion computing consists
in aligning all experts’ motions. This is done
with DTW that relies on the computation of
a distance map d and a cumulative distance
map D from which a warping path is extracted.
This warping path can be seen as a look-up
table between the time-steps of signals to be
aligned. Figure 1 depicts an alignment between
two signals.

Since DTW only handles the alignment of
pairs of signals, it also needs to be updated
to manage alignments of more than two sig-
nals in view of averaging several time-series.
This is the point of the well-established DTW
Barycenter Averaging (DBA) [5]. Now that we
have developed a tool to average time-series,
we generalized it to the averaging of motions.

We denote Xi(t) = {xj
i , j = 1...J} the motion

of the ith expert composed of J joints. The mo-
tion resulting from the DBA averaging method
of all experts’ motions {Xi(t)}i∈experts is the
nominal motion, noted Xn(t).

2) Spatial tolerance: now that the nominal
motion is defined, it remains to consider how
much it can be transgressed. Note for example
that the position of the left wrist during a
right punch is not as significant as the position
of the right wrist. This aspect justifies the
use of a spatial tolerance at each time-step
and for each joint that reflects the significance
of a joint’s position. It is computed as the
covariance matrix of the positioning of the
joint for the whole experts’ motions at each
time-step once the motions are aligned.
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Fig. 1: Illustration of a DTW alignment. (a)
The matching between frames of two signals
(in blue and green) is symbolized by the grey
lines. (b) Superimposition (in green) of the
warping path on the cumulative distance ma-
trix D. In this map, largest cumulative dis-
tances Di,j are in white whereas smallest are
in black.

Figure 2 presents the tolerance of the right
hip and the left arm for a tennis serve at a
particular time-step.

B. Evaluation of a novice’s motion
1) Spatial Error: to improve the effective-

ness of the feedback, the spatial error is com-
puted for each limb and not each joint. A
limb is defined as a combination of multiple
joints. Given the warping path of the novice
on the nominal motion restricted to the lth

limb and Σl
Spa the spatial tolerance of the lth

limb, the spatial error of limb l is given by
the Mahalanobis distance between the nominal
motion and the novice’s motion restricted to
limb l and aligned consequently. From this
spatial error, computed for each time and each
limb, we can develop an automatic spatial error
detector as the one presented in Figure 3 for



Fig. 2: Spatial tolerance of the left wrist (in
yellow-green) and the right hip (in blue). The
nominal motion is depicted (in black) super-
imposed with all the aligned experts’ motions
(in gray).

the right arm.
2) Temporal Error: we define the temporal

error as the asynchrony between limb during
the motion. Broadly speaking, let’s consider a
motion performed with a good timing between
limbs l1 and l2. Then the alignment of the
novice’s motion on the nominal one restricted
to limb l1 will be very similar to the one
restricted to l2. On the opposite, if l2 is delayed
then the warping path will be highly different.
Thus, the discrepancy between the warping
paths of motions restricted to limbs l1 and l2
reflects the temporal error. This aspect is used
to measure the temporal error.

3) Results: this process was tested on an
evaluation task. We ask coaches to provide
evaluation score of tennis serve that are com-
pared with our evaluations score. Good eval-
uations are obtained for spatial errors (tem-
poral errors were not annotated by experts
as in tennis serve, both arms are necessarily
synchronized in order to hit the ball). Let
us now proceed to the limitations and to the
perspectives part.

III. Future plans and challenges
A. Temporal Error

We believe that the evaluation of temporal
errors is not totally well-handled. Actually, the
path estimated by the DTW algorithm is not
well defined during static moments of gesture.
This can induce some errors that should not

be. There are certainly other ways to study
gestures’ synchrony and this Doctoral Consor-
tium could be a great help to discuss with
experts the pros and cons of different solutions
and viewpoints.

B. Styles
Another perspective focuses on gesture

styles. Indeed, our model of gesture is based
on a nominal motion and allowed variations
around it but does not managed difference of
styles between experts. So, a more sophisti-
cated model will probably lead to more ac-
curate results and to additional information
about the style performed. This is a chal-
lenging task that necessitates an automatic
and unsupervised classification of the experts’
motions of the database.

C. Real-time evaluation tool with adaptive
feedback

Future works should also focus on the trans-
fer of this work on a low cost device, for
example the Kinect, to make it more accessible
and user-friendly. Furthermore, the feedback
to give to the subject should be determined
according to the cognitive learning process. An
interactive interface should thus be developed
and tested on different populations.

D. Post-doctoral position
In a longer term perspective, I would like

to continue my research on sport gestures’
synchrony. I believe there remains much to
be done and I would like to find a post-
doctoral position on this topic. This Doctoral
Consortium could also help me meet people
and discover research teams working on this
field and eventually apply for a post-doctoral
position.
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