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Abstract—Nonverbal cues are considered the most important 

part in social communication. An automated social skills coach 

has the potential to help overcome the difficulties of having the 

social skills training. In this work, we aim to explore the different 

aspects of the real-time feedback on nonverbal cues during a 

conversation. We developed an initial prototype and using a 

Wizard-of-Oz technique we conducted a study with 47 

individuals. We collected videos of the participants having a 

conversation with a virtual agent. This study also revealed that 

the participants who used our system improved their gesture in a 

face-to-face conversation. Our goal is to explore different 

machine learning techniques on the facial and prosodic features 

to automatically generate feedback on the nonverbal cues. Also, 

in future, this work will uncover the effectiveness of different 

ways of delivering real-time feedback during a conversation.   

I. INTRODUCTION  

Social skills are essential for social competence. Effective 

nonverbal communication is a key component of social skills. 

In order to form and maintain [1], [2] social communication, 

effective nonverbal communication is essential. Practicing 

conversations with other people, preferably an expert, is 

considered to be one of the best ways to improve the social 

skills. However, due to social stigma, expense and time 

constraints it is often difficult to have such training. 

Computers and internet based technologies have the potential 

to help individuals improve their social skills. Imagine we 

have a conversational agent in our computer with whom we 

can have a conversation and receive feedback on nonverbal 

cues. The deficit of effective nonverbal communication 

includes lack of eye contact, soft tone of voice, lack of proper 

facial expression (i.e., smile), bad posture etc. It would be 

helpful if computers could remind the users about the 

appropriate use of the nonverbal behavior. Generating 

feedback to help improve these deficits requires sensing 

human nonverbal behaviors, and understanding the nonverbal 

cues. For many years researchers are working on detecting the 

facial expression [3], [4]. However, generating real-time 

feedback on nonverbal cues based on the facial and prosodic 

features is more difficult problem than recognizing the facial 

expressions. Also, it is necessary to deliver the feedback in a 

meaningful, personalized, nondistractive, and generalizable 

way. 

Face-to-face conversations are dynamic in nature. During a 

conversation, we have little time to respond. In the response 

period, we need to think about our response as well as exhibit 

proper nonverbal behavior. For a computer, conducting 

conversations and giving feedback simultaneously would be 

very hard since it has limited computational power, no 

subconscious mind, and finite memory. 

We propose an automated system which allows users to 

have a conversation with a virtual agent and receive feedback 

on the nonverbal behaviors. In addition to the real-time 

feedback, we want to explore the effects of post feedback. As 

a preliminary exploration, we have developed a Wizard-of-Oz 

driven prototype of the system. To test the viability of our 

system design we conducted a speed-date study on 47 

individuals. We found that the participants who used our 

system showed significant improvement in head nodding and 

marginal improvement in eye contact and gesturing. We 

collected audio and video data from the study for automation. 

Our goal is to build an automated system that can conduct a 

natural face-to-face conversation, provide non-distracting real-

time feedback, summarize the whole conversation in an easily 

interpretable way, and enable users to apply the skills in real 

life. 

II. RELATED WORK 

Numerous studies focused on conversational agents and 

giving feedback to help people improve their social skills. 

Tanaka et al. [5] showed the effects of nonverbal behaviors in 

training social skills. They presented an automated social 

skills trainer [6],[7] that uses a virtual agent to have 

conversations with users and capture features of the user’s 

speech (e.g. amplitude, voice quality, words per minute, etc.). 

Their system gives post feedback after analyzing the speech 

features which helped people who have autism spectrum 

disorder. The TARDIS framework [8] also worked with 

virtual agents to provide realistic socio-emotional interaction 

in the context of simulated job interviews. It senses nonverbal 

behaviors of participants, including gaze direction, prosody, 

and gesture, in a pre-determined job interview scenario. 

Cicero [9] explored the possibility of using an interactive 

virtual audience for public speaking training using the 

speaker’s nonverbal features. In MACH [10], a virtual agent 

asks a series of interview questions, providing neutral 

acknowledgments by mirroring smiles and head nods, in a 

simulated interview, and follows up with detailed feedback on 

the user’s performance at the end. This project demonstrated 

the viability of using virtual agents and summarized feedback 

in the context of a job interview.  

Many researchers have worked on minimizing the 

distraction of having real-time feedback during social 

interactions. Kulyk et al. [11] presented a tool for visualizing 

the nonverbal behaviors (i.e., gaze behavior, speaking time) of 
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humans in small group meetings. They found that the real-

time feedback is perceived as a useful feature and that it helps 

to balance participation. Some past strategies include 

providing chat-based visual feedback on language use, such as 

the proportion of agreement words and overall word count, to 

improve group collaboration [11]. Real-time feedback was 

also used for training classroom teachers using bug-in-ear 

technology to increase teachers’ rate of praise statements and 

their use of proven effective instructional purposes [14].  

Another significant challenge is to automate conversation 

with a virtual agent in an open-ended scenario. Many studies 

used a Wizard-of-Oz technique to simulate the conversation. 

Boujarwah et al.[12] presented a tool to enable non-expert 

humans to generate conversational scenarios, which can be 

used to teach children with ASD appropriate behaviors in 

different social scenarios. SimSensei [13] used a virtual agent 

in the context of the healthcare decision support system. The 

goal of this system is different than our work, as it aims to 

identify psychological distress indicators through a 

conversation with a patient in which the patient feels 

comfortable sharing information. This system has both 

nonverbal sensing and a dialogue manager. The dialogue 

manager of SimSensei used four classifiers to understand the 

users’ speech and, based on the classifiers’ output, it generates 

the response. The dialogue manager, called FLoReS [14], was 

used by the same team in SimCoach [13], which used 

hundreds of sub-dialogue networks to generate a response by 

maximizing future reward.  

 

III. METHODOLOGICAL APPROACH AND KEY IDEA 

In order to help people improve their conversational skills, 

we want to build a system where individuals can practice 

conversations with a virtual agent and receive feedback. The 

feedback needs to be natural and non-distracting. We also 

want to incorporate post summary feedback, which proved to 

be effective in the past [10]. Designing such a system brings 

many challenges. The first challenge is delivering real-time 

feedback in a natural and non-distracting way, during a 

conversation. We need to extract the facial and prosodic 

features from the users during the conversation and analyze 

them in order to generate appropriate feedback. The second 

challenge is delivering the feedback. In our current prototype, 

we incorporated flashing icons for giving feedback. However, 

more natural ways of delivering feedback need to be explored. 

The third challenge is presenting the post summary feedback 

in a way that is easy to understand and reflect upon. Post 

feedback can be helpful for those population who have the 

difficulty of processing too many information at the same time 

(i.e., older adults [15]). The whole system needs to be 

ubiquitously available, addressing the problem of social 

stigma and costly training sessions. Generalizability of these 

systems is also a key factor in the system design. People may 

improve while having a conversation in the virtual 

environment, but they might still have trouble demonstrating 

the social skills in a face-to-face interaction. For this reason, it 

is often useful to train people with the system, then monitor 

their performance in real-world scenarios, gathering feedback 

to improve the system further.   

IV. RESEARCH CARRIED OUT  

We designed a system where people can practice their 

conversational skills with a virtual agent and receive both real-

time and post summary feedback. Our system is available 

online, which allows people to practice anytime, anywhere.  

A. System Overview 

Our system gives real-time feedback on human nonverbal 

behavior during a conversation. To minimize cognitive load, 

we chose four nonverbal cues - eye contact, volume, body 

movement, and smile. In the future, we will incorporate other 

nonverbal and verbal cues, as well. Our real-time feedback 

interface is shown in Fig. 1. Four icons representing four 

nonverbal behaviors are placed at the bottom of the interface, 

which can turn red or green, prompting the users to adjust 

their behavior during the conversation. After the conversation, 

users can see post summary feedback (shown in Fig. 2), which 

includes how many times they received feedback (Reminders), 

for how long they could keep the icons green (Best Streak), 

and how much time they took to adjust their behavior 

(Response Lag).   

B. Study Design  

In order to conduct a speed-date study, we recruited 47 male 

undergraduate students to participate and 8 female research 

assistants (RA). Each day we invited four participants and four 

RAs in our speed-date study. Each participant had a speed date 

with each of the RAs for four minutes. We then divided the 

participants into two groups—treatment and control—

randomly. The treatment group practiced conversation with 

our system for 20 minutes, and the control group read a 

pamphlet [16] and watched a YouTube video [17] on how to 

improve conversational skills. After the intervention, all the 

participants had speed date sessions again with the same set of 

RAs. The RAs were asked to rate the participants using the 

Conversational Skills Rating Scale (CSRS) [18] scale. We 

found that the participants who used our system were showed 

significant improvement in head nodding and marginal 

improvement in eye contact and gesturing.  Fig. 3 shows the 

study design. 

 
Fig. 1. Real-time feedback interface 
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Fig. 2. Post summary feedback interface 

C. Data Collection 

During the intervention, we collected the videos of the 

participants interacting with the virtual agent. From those 

videos, we extracted facial and prosodic features using Praat 

[19] and SHORE [20]. To extract gaze direction, we used 

software from Visage Technologies [21]. 

To label the videos, we recruited the same set of RAs and 

asked them to label those moments in the video where they 

felt that the participants needed to receive feedback. We took 

only those moments of feedback on which at least two RAs 

agreed. The videos are also transcribed to automate the 

dialogue manager.  

D. Automated System  

To automatically generate the feedback, we applied a 

Hidden Markov Model (HMM), which is able to capture the 

temporal pattern in the video. For each of the nonverbal cues, 

two HMMs were trained using the Baum-Welch algorithm—

one for the negative class (green icon) and another for the 

positive class (red icon). To predict the classes for a given 

video stream, we simply used the forward-backward algorithm 

to calculate the probability of each class. We used a 10-fold 

cross-validation method for selecting the parameters of our 

model and applied it to a test set. The results of the test set are 

shown in Table 1. 

To automate the dialogue manager, we developed a topic-

based dialogue manager, which is able to conduct a 

conversation on a predefined topic. At the top level, the 

dialogue manager contains the main topics in structures called 

Schema. Schemas are hierarchically structured, containing 

subschemas that allow the conversation to be more 

spontaneous. To capture users’ responses, we used the Nuance 

[22] speech recognizer. For each of the schema and 

subschema, there are some set of rules that generate questions. 

After receiving input from the speech recognizer, we 

generated high-level interpretations depending on the 

keywords in the response, which then generate the next 

response for the virtual agent. 

During our preliminary study on speed-dating, we collected 

data in the form of audio and video. This data contains the 

face of the participants and the conversation they were having 

with a virtual agent. Additionally, all the videos are labeled. 

Our initial approach was to utilize the hidden Markov model. 

However, there is room for improvements. In future, we will 

 
Fig. 3. Study design 

V. FUTURE WORK 

apply other machine learning models including support vector 

machines (SVM), clustering, and random forest. We also plan 

to apply deep neural network based classifier. The 

performance of these models is yet to be explored. The 

challenge with SVM is that it might overlook the temporal 

information. Deep learning–based models are robust but 

require a lot of training data for higher accuracy. We extracted 

the features using three off the shelf software [20], [21]. Other 

features might be more important than those which we used in 

our system. Also, we want to explore the automatic feature 

selection approaches (i.e., principal component analysis).  

Our system gives feedback by flashing icons red and green. 

However, in a natural face-to-face conversation, this type of 

feedback is absent. Traditional social skills training [23] 

includes face-to-face conversation. In order to generalize our 

system and help people improve their conversational skills in 

real face-to-face conversations, we need to build a more 

natural system. One possibility is to eliminate the flashing 

icon and introduce the feedback in the virtual agent’s 

dialogue.  

The automated open-ended conversation is an open problem 

requiring much prior knowledge to be stored. We used a topic-

based dialogue manager with pre-stored dialogues. In future, 

we want to generate dialogues extemporaneously using deep 

learning techniques. In addition, we will add more dialogue 

scenarios to be able to conduct the conversation smoothly. In 

natural conversations, as we progress, we gather some 

information from the other partner and use the knowledge to 

guide our conversation further. In our system, we do not store 

any information about the user. In the future, it will be 

desirable to generate dialogues depending on the information 

stored during the conversation.  

Our dialogue manager and feedback module work 

independently. In an ideal scenario, it is natural that the 

feedback would affect the dialogues. For example, when the 

system is providing feedback on smiling (smile icon turns red) 

continuously and the participant is not paying attention, the 

dialogue manager can make the virtual agent say, “Are you 

upset about something?”  

TABLE 1. PERFORMANCE MEASURE OF AUTOMATED FEEDBACK SYSTEM 

 Accuracy 

True 

Positive 

Rate 

False 

Positive 

Rate 

Volume 84.55% 72.92% 15.31% 

Smile 78.14% 67.53% 37.20% 

Body Movement 72.10% 70.84% 27.64% 

Eye Contact 78.30% 93.20% 39.50% 
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Our system was tested only on male college students. In the 

future, we will engage other populations (e.g., children with 

autism.) We have also tested our system in one social 

scenario: speed-dating. We will conduct studies in other 

scenarios where people need to have good conversational 

skills (i.e., job interviews). 

We often evaluate our work in a lab environment, which 

might defeat the whole purpose of allowing people use it on 

their own. In a lab environment, we ask participants to use our 

system and practice for 20 minutes. If, however, we asked 

them to use the system from home, we would have no control 

over the amount of time they practice. Once we deploy the 

system online there will be a lot of people using it, hence 

generating a lot of data. We might be able to use this data for 

future research.  

VI.  CONCLUSION 

We designed a system that allows individuals to practice 

their conversational skills and receive real-time feedback on 

their nonverbal behavior. We have shown the effectiveness of 

our system in improving individuals’ conversational skills. 

From the speed date study, we collected data in the form of 

audio and video. Using the data, we built an automated 

feedback module and a dialogue manager. In this paper, we 

have proposed some ways of exploration which might help 

improve the system and the overall user experience. Once we 

have the fully automated system it will open up endless 

possibilities of research on human behavior, facial expression 

analysis, and social skills training. 
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