
3D-Aided Pose Invariant 2D Face Recognition

Xiang Xu
Computational Biomedicine Lab (CBL)

Department of Computer Science, University of Houston, Houston, TX, USA
xxu18@central.uh.edu

Abstract— This paper provides a brief overview regarding of
the work of the Computational Biomedicine Lab on 3D-aided
pose invariant 2D face recognition and my contributions to that
system. The goal of my Ph.D. research is to improve 3D-2D face
recognition over the state-of-the-art by at least 5%. The current
state-of-the-art face recognition systems cannot perform well on
the extreme poses. We are using Annotated Face Model (AFM)
to address this problem. In the enrollment stage, the system
frontalizes the face and extracts the discriminative features by
applying the 3D model to estimate a 3D-2D transformation
matrix. My thesis will focus on improving the fitting of the AFM
to images with expressions along with developing an improved
signature for representation.

I. INTRODUCTION

The face recognition system has two steps: enrollment
and matching. In the enrollment stage, features are obtained
from gallery images to obtain a signature for each image.
These signatures are compared to obtain a similarity or
distance score during the matching stage. A general face
recognition system is depicted in Fig. 1. Recently, face
recognition technology has significantly advanced due to the
use of deep neural networks. Several systems have achieved
human performance or even better. For example, the VGG
face descriptor was proposed by Parkhi et al. [4] to extract
the feature vectors from the image directly using VGG-
Very-Deep-16 CNN architecture. Schroff et al. proposed
triplet loss [5] to train the deep neural networks with 200
million labeled faces and obtained performance of 99.63%
on Labeled Faces in the Wild (LFW) standard benchmark
[1].

However, face recognition is still not a resolved problem
in real-world conditions. In unconstrained situations, there
is a plethora of images with large variations in head pose,
expression, illumination, and occlusions. In addition, training
a deep neural network requires abundant labeled image data,
which limits the contributions from academic teams that
might not have access to datasets with millions of images.
To address the pose problem, CBL has proposed a 3D-aided
face recognition system using AFM (Fig. 3) [2]. Using a 3D
model, it is easy to frontalize the face and extract the features
from the frontal face images. The enrollment framework of
Kakadiaris et al. [3] is depicted in Fig 2. After face detection,
the face alignment module localizes the landmarks on the
facial image. With the landmarks and the AFM model, the
face reconstruction module reconstructs a personalized 3D
model from a 2D face image.

Landmark detection, a.k.a face alignment, plays an im-
portant role in the face reconstruction and pose estimation

Fig. 1. Depiction of general face recognition system.

modules in the 3D-aided 2D face recognition system [3].
In prior work, CBL has proposed two landmark localization
algorithms [7], [6]. The algorithms use 2D images as input
and output the 2D locations of pre-defined landmarks. Both
algorithms follow the framework of cascaded regressions. An
ensemble of random ferns was used to learn local feature
descriptors [6]. In recent work, we explored global and
local features obtained from Convolutional Neural Networks
(CNN) for learning to estimate head pose and localize
landmarks jointly [7].

Fig. 2. Depiction of enrollment stage of 3D-aided face recognition system.

II. PREVIOUS WORK

To provide a better fitting result with a 3D model, we
explored the high correlation between the 2D head pose
and landmark locations. The head pose distributions from
a reference database and learned local deep patch features
are used to reduce error in the head pose estimation and
face alignment tasks. First, we train GNet on the detected
face region to obtain a rough estimate of the pose and
to localize the seven primary landmarks. The most similar
shape is selected for initialization from a reference shape
pool constructed from the training samples according to
the estimated head pose. Starting from the initial pose and
shape, LNet is used to learn local CNN features and predict
the shape and pose residuals. We demonstrated that our
algorithm improves both the head pose estimation and face
alignment.
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Fig. 3. Depiction of face annotated model.
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